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ABSTRACT

Geothermal reservoir modelling requires detailed matching of historical production data to develop a model that can predict a geothermal
system's future state accurately. However, such data are rarely available to modellers. Often, individual wells are infrequently monitored,
while grouped measurements, such as mass flow at a separator, occur more frequently. Previously, this data history has been manually
estimated, leading to an inaccurate and subjective dataset with unquantifiable uncertainty. This is a serious problem for geothermal
reservoir models relying on accurate, well-by-well data to generate predictions. This paper outlines the process undertaken to develop
methods of generating this unknown data history.

This paper introduces two data-driven models to address this issue. In the first method, Loss Function Optimization (LFO) is developed
by designing a loss function to describe the error of a given prediction. Linear Least Squares Optimization (LLSO) builds on this idea by
reformulating the problem into an inverse problem, a much more efficient method of achieving similar results. The final model presented
is an optimal Tikhonov-regularized LLSO model, which is a computationally efficient and accurate way to generate a geothermal system's
historical mass extraction data objectively. The uncertainty of model predictions can be quantified through Monte Carlo simulation of
uncertainty propagation. The second method uses Gaussian Process Regression (GPR) to solve this sparse data problem. GPR is a Bayesian
approach that assumes a time correlation between dense data points based on a kernel function, while respecting the sparse data for each
well. This approach was modified so that the sum of production from wells also respected the dense time history data measured at the
separator. Both approaches were tested on synthetic data and data from an operational geothermal field. The results of these methods are
compared in this paper, but both show merit in providing solutions to this problem.

1. INTRODUCTION

Understanding where the mass extracted from a geothermal field is coming from is essential for understanding how to manage that
geothermal field in the future. Over-extraction may reduce the life span of the geothermal field (Rybach, 2007). Often, regular
measurements are taken once the fluid from individual wells has been grouped in the surface network. A simplified diagram of an example
surface network is shown in Figure 1. The mass or steam may be measured at the separator or turbine daily, but the contribution from the
individual wells is often only measured periodically through flow testing. When conducting reservoir modelling, one modelling stage is
calibrating the model to production data. This involves matching observed transient datasets (such as pressure and enthalpy changes in
the reservoir) by extracting mass from the reservoir and reinjecting it into model blocks, replicating what has historically occurred.
Therefore, understanding the detailed, well-by-well, history of extraction and reinjection of fluid in the geothermal reservoir is
fundamentally important for the reliability of reservoir models.

Geothermal is a data-poor industry, particularly when it comes to understanding the subsurface. Limited data sets arise from the expense
associated with collecting data. This paper will not discuss how well data is collected, and for that we refer the reader to Zarrouk and
McLean, 2019. Although data analytics has been applied to various geothermal problems (Abrasaldo et al., 2024), it has not yet been
formally applied to the problem presented in this paper. A significant focus in modern statistical tools, is on generative Al and machine
learning, which rely on vast amounts of data to give effective results. Trying to generate the dense history of a geothermal well's production
from limited data has traditionally been a manual iterative task. This is where an expert analyses the data of individual wells and decides
on how to assign time-varying proportions of total production. By applying these proportions, the total mass of a group of wells is divided,
noting that the total mass at a separator or generator is measured more frequently (often daily). This is an iterative process, usually done
in a large spreadsheet, where the expert tries to minimize the gap between the dense generated values of well-by-well historical mass take
and the measured data points. A flow chart of this process is shown in Figure 2. This process often takes weeks of analysis due to the
inherent complexities of the history of the surface network. For accurate predictions, one first needs to understand how wells are grouped
and a schedule of when each well is on and off. A problem arises when the grouping of wells changes over time, for example when wells
are connected to multiple power units. This manual process by an expert is akin to a heuristic optimization problem where proportions are
iteratively changed to minimize an objective function (the gap between the guess and the data).

In this paper we present two approaches to solving this problem mathematically. The first approach is a traditional optimization approach
termed Tikhonov Regularized Linear Least Squares Optimization (TRLLSO), where we treat the solution of the contribution of a well as
an arbitrarily high-order polynomial and find the optimal set of coefficients of the polynomial that minimizes the gap between the
polynomial and the data. The second approach in this paper is applying Gaussian Process Regression (GPR), an approach derived in the
Bayesian statistical framework. Here, we convert a time-varying prior distribution to a posterior distribution by specifying the data that
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the posterior distribution must respect. Within this approach, we can specify how certain we are about the data, and the results provide
uncertainty intervals where the data is sparse.
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Figure 1: Simplified diagram of a surface network of a geothermal field.
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Figure 2: Iterative manual process for estimating the contribution of individual wells to the total production from a geothermal
field.

2. METHODOLOGY

In this section we will discuss the methodology of the two approaches presented in this paper. Full details are omitted, but we refer the
reader to (Clark, 2024) and (Terekhin, 2024) for a more complete description of the mathematical models of TRLSSO and GPR
respectively.

2.1 Tikhonov Regularized Linear Least Squares Optimization

The model presented in this paper is the culmination of adding complexity as a step towards generating more realistic well behavior and
surface configurations. We refer the reader to (Clark, 2024) for a more detailed description of this progression. First, we define the mass
extraction of an individual well as an arbitrarily high order polynomial,

k+1

Wl(t) = Wi"tj_l, (])
2.

where, W;(t) is the mass extracted from well, i, in time, w;; is the weight of the term j which will be optimized and k is the order
polynomial being considered. This is formulated as a loss function with Tikhonov regularization,
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where Lry, is the loss function using Tikhonov regularization, M, is the total mass extracted from a group of wells at time, t, z;; is a
binary variable determining if a well is on or off at time, t, d; ; is a binary variable representing if a measurement was taken at well i at
time t, m; ; is the value of that measurement if taken and A , 3 are regularization parameters that determine the weighting of the individual
well measurements, the first derivative of the estimated well flow and second derivative of the estimated well flow respectively.
Formulating as a Loss Function Optimization problem we get,

w = arg min(Lry (wy, wy ...wy,)) 3

Where W is the optimal set of weights for each polynomial for each well. This problem can be solved analytically (with symbolic packages
— SymPy was used in this case) but to optimally pick regularization parameters we need to conduct a grid or metaheuristic search in the
A4, A, and A3 space. This method as it stands is too computationally inefficient to succeed. Therefore, this problem was reformulated as
an inverse problem with the general form,

y = Ajdyx +e 4)

where, y is a vector that contains all the observations, both for grouped data and data for individual wells, A;contains information about
when wells were on or off and when wells were measured, A4, is a block diagonal matrix where each block contains the forward polynomial
model such that g = A,x is the solution we are looking for, the mass flow of individual wells at all times. Additional equations are added
in this matrix structure to include the terms related to Tikhonov regularization, we refer the reader to (Clark, 2024) for more detail.

To conduct parameter tuning, a Particle Swarm Optimization (PSO) metaheuristic is used. This is an optimization algorithm inspired by
swarming animals such as insects and fish (Wang et al., 2018). This metaheuristic will give good (but not necessarily optimal) results in
a reasonable amount of time and can be ecasily applied to a black-box function. A fixed value of k = 5 was used for testing. The
regularization parameters that gave the lowest RMSE for the simulated dataset was A; = 160.13, 1, = 5.52 and A3 = 0.0. With the
optimal value of A3 being zero, this indicates that the second derivative term of the Tikhonov regularization is unnecessary. In the results
section we will apply this formulation to both synthetic data sets and data from a real geothermal system.

2.2 Gaussian Process Regression

Gaussian Process Regression (GPR) is a machine learning method that employs Gaussian processes to model data. A GPR model consists
of Gaussian processes, which are defined as a finite collection of joint Gaussian distributions characterized by random variables
(Rasmussen, 2004). A Gaussian distribution in one-dimensional space is given by:

X ~N(u %) Q)

where X follows a normal distribution with mean p and variance o2, where ¢ denotes the standard deviation. Since a Gaussian process
requires multiple random variables, this distribution must be extended to a multidimensional case. A joint Gaussian distribution, also
referred to as a multidimensional Gaussian distribution, is defined over multiple continuous random variables (Ghosh et al., 2018). The
one-dimensional distribution above can thus be extended as:

X~ N D) ©
where X is a normally distributed random vector, p is the mean vector, and X is the covariance matrix. The joint Gaussian distribution is
thus fully determined by these two parameters. A Gaussian process extends this concept further by defining the distribution through a
mean function and a covariance function (Rasmussen, 2004). This is expressed as:

f ~GP(m, k) (7
where function f is distributed as a Gaussian process with mean function, m, and covariance function, k (Rasmussen, 2004). The function
f represents a distribution over functions, allowing for the generation of sample functions that define the prior distribution. The prior

distribution, in the absence of training data, provides insight into the potential behaviour of the function.

When data is incorporated, the prior distribution is updated to form the posterior distribution. For simplicity, let the posterior distribution
be

f 1D~ GP(myp, kp) ®)
where,

mp(x) = m(x) + X, ) "2 (f —m) )
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ko(x,x) = k(x,x") — 2(X,x)TZ712(X, x") (10)
are the posterior mean and posterior covariance matrix, respectively.

The effectiveness of the posterior distribution depends on the selection of an appropriate prior distribution. If the function’s behaviour is
unknown, a prior cannot be fitted, requiring GPR to be trained solely on the provided data. A well-defined Gaussian process model
depends on appropriate choices of mean and covariance functions (Rasmussen, 2004). Some detail of the mathematical model such as the
optimization of hyper-parameters by finding the minimum of the negative log marginal likelihood function have been omitted but one
important detail is the choice of covariance function or kernel, k. Since a Gaussian process mathematically assumes that the variable is
continuous, rather that supply a co-variance matrix it uses a kernel which is a function which returns a co-variance matrix once the
variables of interest are defined. In this case, that is the time discretization used. In this paper we use the Matern Kernal which can be
defined as,

v

1 (Vv V2v
k(xi,xj)=m Tvd(xi,xj) K\) Tvd(xi,xj) (11)

where v controls the smoothness of the learned function, [ is the length scale, d(xi, x]-) is the Euclidean distance between x; and x; , K,
is the modified Bessel function, and I'(v) is the gamma function. In this case the length scale, [, is a hyper parameter and has bounds of
(0.1, 10) with the time scale being in months or days. An example of realizations drawn from an example prior Gaussian Process, and the
posterior after conditioning on data is shown in Figure 3. The reason for applying GPR to the problem of inferring the dense data history
of individual wells is there is the flexibility to enforce fitting the data from individual wells, but the method also quantifies the uncertainty
when looking at time periods where no data was collected. While the mean estimate could be used for traditional reservoir modelling
(O’Sullivan and O’Sullivan, 2016), the uncertainty bounds are useful when applying a Bayesian approach and looking at uncertainty
quantification of geothermal reservoir models (Maclaren et al., 2020 and Dekkers et al., 2022). In this case, the realizations from the
posterior could be used as uncertain inputs to an ensemble of reservoir models where we assume we are uncertain about the history of
each geothermal wells production.

Prior Posterior

Figure 3: A simple demonstration of prior samples and posterior samples from their respective distributions from Gaussian
Process Regression. Adapted from Hui, 2022.

3. RESULTS

In this section we will show the results of the TRLLSO and GPR methods. Both models were first tested and verified on simple synthetic
data sets. We progressively relaxed the assumptions about the simplicity of the synthetic data and finally we tested each approach on a
real data set where measurements were taken from an operational geothermal field in New Zealand. Both TRLLSO and GPR were supplied
sparse individual well measurements but dense total or grouped measurements (i.e. the mass flow coming in that represents a group of
wells such as at a separator or generator). For each model that time domain was discretized and it was assumed that there was a grouped
measurement at every time point. It was also assumed that sparse measurements for individual wells were representative for the whole
time period in which they occurred.

Synthetic data comes from a synthetic reservoir model that is used for teaching purposes. The system is designed to represent a generic
volcanic geothermal system in New Zealand (Renaud et al., 2022), and the well mass flows aim to replicate that. The original source of
the synthetic data came from running a reservoir model with wells on deliverability. This meant that wells naturally declined in time and
were affected by nearby production wells. Each method was supplied a subset of the data for individual well flows. On the figures, it
indicates “true data” which is the full set of individual well data derived from the wells on deliverability. In this case the sum of the “true
data” adds up perfectly to the grouped data. This represents an idealized condition, since, in reality the sum of the measurements at the
well heads would not necessarily add to the separator total. There is also almost never a situation where all wells in a group are tested in
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the same time period. In Figure 7 the variable we are estimating, and using measurements of, is steam flow. This is functionally the same
as mass flow. In future investigations it would be valuable to include a combination of steam flow and mass flow measurements to infer
production from each well but that is not yet implemented.

For the real data set, the individual well data comes from Tracer Flow Tests (TFTs) which have been verified as sensible by a reservoir
engineer at Contact Energy. Instead of “true data”, we do not know what each well produces on a daily (or monthly basis). Instead, we
plot an “expert’s estimate”. This is obtained by an “expert” manually solving the problem that we are solving with the proposed algorithms.
The standard approach to solving this problem, is deciding on proportions that each well contributes to the total flow based on the
individual measurements and divide the total flow up. This process is iterative as the proportions of wells will vary in time as the behavior
of individual well varies.

3.1 Tikhonov Regularized Linear Least Squares Optimization

In Clark, 2024, a series of more simple problems were solved stepping gradually towards the complexity shown in this section. Here we
are fitting a 5™ order polynomial to all cases using Tikhonov regularization where near optimal weights have been determined via a
Particle Swarm Optimization meta-heuristic. In the simpler cases, we explored fitting lower order polynomials (such as constants and
linear functions) and varied regularization terms but converged on this formulation as the results produced are reasonable for the set of
test cases.

Figure 4 shows how TRLLSO performed on a synthetic data set. On the left (A) is the model estimates for the 5 individual wells. On the
right (B) is a comparison of how the total estimated mass flow matched the synthetic total mass flow. In the formulation of Tikhonov
regularized Linear Least Squares Optimization, it explicitly includes whether a well is on or off and it can be seen that the model estimates
respect this. The algorithm performed well given that it could see the * data points in (A) and the green line in (B).
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Figure 4: (A) Mass flows predicted by LLSO for simulated data, for k =5 and optimal parameter values found using particle
swarm optimization. (B) Total estimated mass flow from TRLLSO and synthetic total mass flows.

Next, we apply TRLLSO to the real data set, the results are shown in Figure 5. The algorithm provided relatively robust results however,
as the complexity of the data increases, the ability for a 5™ order polynomial to fit it is limited. For example, the model estimate is a poor
fit to the second data point for Well 2 (yellow) in Figure 5. In this case the “experts estimate” is able to better represent this data point,
but applying a trend that the well is declining does not reflect the fact that the TFT measurement increased from the first time Well 2 was
measured to the second time. Also, the experts estimate for Well 3 (red) increased (at approximately day 1000) after a period of time
where it was shut off. No TFT point is provided over this period so TRLLSO has no information to indicate the flow from Well 3 should
increase, but possibly the experts estimate was informed by additional anecdotal information such as the well being worked over during
the shut-down period, increasing its productivity. Inherently there will be trouble fitting all the available data, especially as real-world
data sets often contain contradictions.

To compare to Gaussian Process Regression, and for the uncertainty quantification of reservoir models we were also interested in
quantifying the uncertainty in the production data. For this model we applied Monte-Carlo Simulation where we assumed the TFT
measurements had error associated with them. To simulate this, we applied Gaussian noise to the TFT measurements, with a mean of zero
and a standard deviation of 5 kg/s. From here 2000 samples were taken and the optimal solutions found. The uncertainty bounds are shown
in Figure 6. For the most part the 25t — 75" percentile of the LLSO estimates contain the experts estimate. The two areas where it does
not contain the experts estimate are the same areas discussed above.
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Figure 5: Mass flows predicted by LLSO for real data, for k =5 with optimal regularization parameter values. Real data is for
three wells feeding to the same separator at geothermal field in New Zealand. The expert’s guess is the current input to the
reservoir model for this field and is obtained from manually fitting trends to each well. Individual well measurements were

obtained through Tracer Flow Tests (TFT).
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Figure 6: Monte Carlo simulation of model found in Figure 5. Gaussian noise with mean, 0, and standard deviation of 5 kg/s was
added to TFT points. 25th to 75th percentiles of mass flows predicted by LLSO for real data.

3.2 Gaussian Process Regression

While aiming to find a solution to the same problem, Gaussian Process Regression has different underlying assumptions. Firstly, the sum
of the wells explicitly equals the measurement of the total. For all realizations of the solution this condition is met. Also, the measurements
of individual wells are also explicitly met by the solution. Noise (or error) in the measurements either of grouped data or well data can be
incorporated. Doing so, will accept solutions that are within the given error tolerance. In all examples presented in this paper, we have
assumed there is no error in the measurements. The second difference is that, unlike TRLLSO, in the formulation there is no formal way
of describing a well as on or off. To handle the case where a well is not flowing, we assume that the well was measured to have zero flow
and hence incorporate it like an individual well measurement in the same way we include Tracer Flow Tests. The third key difference is
that there is no constraint currently in the model that says the mass flow must be explicitly positive, therefore sometimes the GPR solutions
predict negative mass flows for wells that are meant to be producing. This is unphysical and will be improved in future iterations of this
approach.

In Figure 7 we show the GPR solution for two synthetic data sets. The first (A), is a simple case where both wells are on for the full time
domain. The uncertainty interval on the total steam flow (black line) is zero. This is because at each discretized time point, this data is
known with zero error in measurement. Also as expected, for the second data point for Well 2, since we know the total, and we know the
steam flow for Well 2, we must know the steam flow for Well 1. This is shown by the uncertainty interval for Well 1 collapsing to zero
at this time. This indicates GPR is behaving as expected. The second synthetic data set is shown in (B) in Figure 7. In this case we
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decompose the problem so we can make predictions for a well of interest where all other wells in the group are treated as one “lumped
well” with no measurements. In this case,

drotat®) = qwen1(t) + QLumped wett(£), (12)

where q is steam flow in Figure 7. For this synthetic case we supply GPR with measurements for the total steam flow at all time points
and two measurements for Well 1. We also provide data points with zero steam flow when either Well 1 is off or all the wells that comprise
other wells are off. Like the first example, when the steam flow for Well 1 is known, the problem is fully determined and the uncertainty
interval for the lumped well goes to zero. Of note, after the last measurement for Well 1 (in month 30), GPR is extrapolating Well 1°s
behavior. In this case GPR performs poorly in comparison to the “true value” which comes from the deliverability model of the well. In
light of this fact, it would be interesting to quantify the frequency of measurements required to obtain reasonable predictions.

Finally, the GPR approach was tested on the same real world data set used in Figure 5. Figure 8 shows that Gaussian Process Regression
does adequately match the provided data. However, since there is no non-negativity constraint we see the algorithm sometimes produces
unphysical results. The second flow measurement for Well 2 is better captured by GPR compared to TRLLSO and as a result more closely
aligns with the “experts estimate”. Both TRLLSO and GPR fail to capture the increased production predicted by the expert for Well 3
after day 950. Again, this is probably due to the expert’s estimate including anecdotal evidence that Well 3 is expected to have more
production. Another key observation is that in the early period (day 0 — 500), the density of TFT points for Well 1 and 3 is relatively high,
which results in small uncertainty intervals on GPR predictions. In contrast to this from day 750 — 1300, the measurements are
comparatively sparse, and we observe higher uncertainty intervals. This aligns with intuition as the longer it has been since a well has
been measured, the less certain one would be about predicting the flow rate of that well. This is a good indication that GPR may be a
viable approach for this problem, albeit requiring some additional work to adequately constrain it.
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Figure 7: In each case synthetic data was used such that the model can see the “Recorded data” and the total steam flow (black
line). (A) GPR model for two wells that are on for the duration of the 12-month period. (B) GPR model where a group of wells
is treated like a lumped well and measurements for Well 1 are provided.
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Figure 8: GPR model applied to real world data set. The data set and the experts estimate are the same as in Figure 5.

4. CONCLUSIONS

This paper presents a problem that is ubiquitous in the geothermal industry. Understanding the dynamics of a geothermal reservoir and
how to manage the health of a reservoir is underpinned by first understanding where and when fluid was extracted historically. This
information is required on a well-by-well basis for reservoir modelling but is only sparsely measured at individual wells. We have
presented two approaches in this paper for inferring a dense well-by-well production history. The first approach was Tikhonov Regularized
Linear Least Squares Optimisation (TRLLSO) and the second was Gaussian Process Regression (GPR). Both approaches were tested on
synthetic and real data.

TRLLSO solves an optimization problem by fitting an arbitrarily high order polynomial to predict a time series mass flow for each well
in the system. Tikhonov regularization was applied to reduce the over fitting of data while maintaining a physically realistic curve. Near
optimal regularization weights were found using Particle Swarm Optimization and Monte Carlo Simulation was used to propagate
uncertainty intervals on to the predictions of the model. On both synthetic data and real data for the problems presented here it performs
well. Since it is solving a regression problem where it is finding the curves that are closest on average to all data points, on occasion it
appears to omit a data point as the optimal solution favors matching other data. The predictions are restricted to the behavior of a
polynomial and hence this approach may struggle if the data contains a large number of sharp changes, e.g., cycling wells. This may be a
limitation of this method, and a larger, more complex data set may exceed the degrees of freedom we have when fitting a polynomial.

GPR is an algorithm set in the Bayesian statistical framework, where the goal is to find the posterior probability distribution for the mass
flow of individual wells given that the solution passes through the provided data points. In the results presented here, it was assumed that
the measurements had no error, however this framework is easily extendable to include uncertainty on measurements. On both the
synthetic data and real data GPR was able to give sensible uncertainty intervals between data points which in contrast to TRLLSO would
benefit from an increased data set size. GPR performed poorly at extrapolation, but perhaps in future this could be constrained by running
wellbore simulations to constrain predictions of future well performance to realistic physical limits. The results of a wellbore simulations
could be included as “data” with a suitable amount of uncertainty. The current clear shortfall of this approach is that we have not
implemented a non-negativity constraint and hence in rare circumstances the method can produce negative mass flows which aren’t
physical.

Overall, both TRLLSO and GPR show promise for generating a dense production history from sparse data. The data sets presented in this
paper are limited in complexity so the next step will be moving towards incorporating the complexity we see in the real-world version of
this problem. For example, a group of wells rarely stays constant through time, rather wells are switched between separators and units as
the behavior of the well changes over time. It would also be useful if we could include grouped steam flow measurements to predict mass
flow at a well. Often for a flash plant steam flow measurements are more readily available as they are important for understanding power
plant efficiency. These methods could also be expanded to include predictions for injection mass flows as companies often do not have
an accurate record of historical reinjection. We would also like to take the uncertainty bands produced by these methods and use them in
the uncertainty quantification of geothermal reservoir models where we assume a production mass flow of a well is uncertain, which given
how sparsely it is typically measured is a reasonable step forward.
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